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Abstract.  

Software engineering is related to a set of disciplines both inside and outside 

computing. One of the aspects to consider in the development of a discipline is 

cross fertilization. In this paper, author reviews the cross fertilization produced 

by related disciplines in Software Engineering. The influences come from Com-

puter Engineering and Computer Science inside computing outside this field 

quality and project management, naming just a few of them. More in particular 

by focusing on specific technologies, author will overview bidirectional relation-

ships between two of the most promising technologies nowadays namely: block-

chain and machine learning.  
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1 Introduction 

According to the Merriam-Webster dictionary, cross-fertilization is the interchange or 

interaction between different ideas, cultures, or categories especially of a broadening 

or productive nature. Cambridge dictionary defines the term as the mixing of the ideas, 

customs, etc. of different places or groups of people to produce a better result. Finally, 

Collins dictionary defines the term as the interaction or interchange between two or 

more cultures, fields of activity or knowledge, or the like, that is mutually beneficial 

and productive. In the two latter definitions, we find the inspiration for this paper: ex-

ploring the benefits from the associations between software engineering and some other 

fields inside and outside computing. 

Specialization is one of the current trends in scientific work [58]. However, there are 

also voices warning on the risk that high specialization will lead to knowledge silos and 

lack of understanding or concern about works conducted in other areas, while others 

underlining that specialization conducted in a non-isolated way is a foundation for 

cross-fertilization [32]. 

One of the main aspects of analyzing cross fertilization is the disciplines hybridiza-

tion. Coming from social sciences, Dogan and Pahre presented a set of publications 

from their seminal work [15] to underline the fact that the fragmentation of disciplines 

leaves research gaps that could be filled by means of hybridization. Dogan, the first of 

the couple recently underlined that hybridization appears in all fields [14].  

Literature reported tons of papers on similar concepts like intradisciplinary, multi-

disciplinary, interdisciplinary or transdisciplinary and their effects on science. There 
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are works devoted to analyze and compare these terms e.g. [3]. In general, authors re-

ported several benefits from collaboration among different disciplines and fields [16, 

35].  

Focusing on Software engineering, the discipline is itself highly influenced by sev-

eral disciplines outside computing. Software engineering presents, according to the 

Software Engineering Body of Knowledge (SWEBOK), strong interfaces with Man-

agement, Economics, Mathematics and Engineering fields [1]. In the joint initiative of 

ACM-IEEE Curriculum Guidelines for Undergraduate Degree Programs in Software 

Engineering [5, 33], Software Engineering also presents connections with computing, 

engineering, mathematics and statistics, psychology and social sciences and manage-

ment. Apart from curricular efforts and bodies of knowledge, the cross-fertilization or 

cross pollination has been objective of study in professional magazines as well. Not in 

vain, twenty years ago, IEEE Software devoted a special issue to Benefits and Appli-

cations of Cross-Pollination in software engineering [39]. In this effort, authors re-

ported several efforts and calls for a full-duplex exchange of results in a continuous 

way. More recently, in the same publication, a special issue devoted to Software Engi-

neering in Society provides an overview of the connections, not necessarily in both 

directions, between software engineering and health, physical sciences, environmental 

sciences, social sciences, management, economics, computing and engineering, secu-

rity, safety and privacy, policing, manufacturing, engineering emerging cyber physical 

systems or arts [26].  

In any case, while the relationship with the rest of the computing fields is quite evi-

dent, the contact with engineering has been an arena for discussion, mostly coming 

from the licensing of software engineering [28, 46]. In any case, the similarities and 

differences with more traditional engineering are explained in the IEEE Curriculum 

Guidelines for Undergraduate Degree Programs in Software Engineering [5, 33], as 

follows: 

 Software is abstract and invisible. 

 Software presents static and dynamic properties alike. 

 Software is complex itself in terms of its organization. 

 No universal measures of quality exist for assessing a software product. 

 The manufacturing cycle for software products involves the needs of dis-

tribution mechanisms also. 

 Software does not wear out (maintenance is a key activity). 

Mathematics & Statistics is seen as one of the foundations of the discipline according 

to SWEBOK [1]. In this initiative, authors claim that this area “helps software engineers 

comprehend this logic, which in turn is translated into programming language code”. 

Other authors pointed out that mathematics provides a scientific basis for the discipline, 

leading to a deeper understanding of the development process and backing up its meth-

ods by means of mathematical techniques [9]. While there are voices in the literature 

underlining the fact that some software engineers do their work without applying any 

mathematics, good or correct software engineering is a quite difficult task to accom-

plish and mathematical foundations are a key to face new scenarios in which statistics 

and mathematics will likely play the main role e.g. big data or machine learning projects 

[17].  



3 

The interface between Software Engineering and Psychology is also quite estab-

lished. Psychologists have been studying the behavioral aspects of the discipline since 

the fifties [12]. Currently, software engineering literature is full of influences of differ-

ent fields of study inside psychology like developmental psychology [21], cross-cul-

tural studies [22, 43], personality studies [41, 54, 62], emotions [44, 49, 60] or motiva-

tion [20, 50], naming just some of the most important connections.  

According to SWEBOK [1], Software engineering management is the application of 

management activities—planning, coordinating, measuring, monitoring, controlling, 

and reporting—to ensure that software products and software engineering services are 

delivered efficiently, effectively, and to the benefits of stakeholders. Influences in the 

software engineering field have been pervasive and constant from the very beginning 

of the discipline. 

Although Management and psychology are part of social sciences, the interfaces be-

tween software engineering and this branch of science are quite important. Focusing on 

research methods, qualitative methods used in software engineering e.g. grounded the-

ory, surveys or case studies are normally taken from social sciences [18, 42]. Other 

authors from the literature have also underlined the similarities of software engineering 

with social sciences, given the focus on subjects [25].  

In this paper, the approach taken by the author is based on the analysis of the con-

nections of Software Engineering with other computing disciplines and more specifi-

cally with research fields that are currently in different stages in the hype, namely, 

blockchain and machine learning. 

The remaining of this document is structured as follows. Section 2 includes the in-

tersections between machine learning and software engineering. In section 3 author re-

views Blockchain and its implications with software engineering in both directions. 

Finally, section 4 wraps up the paper and presents main insights and future prospects. 

2 Machine Learning 

The popularity of Machine Learning is quite high. Not in vain, a query at Google 

Scholar including both terms produces more than 150,000 results by March 2020. Ma-

chine Learning alone as a search string is producing more than 3 million results in this 

academic search engine.  

Machine learning is aimed to answer these two questions [24], firstly, how can we 

build computer-based systems that automatically improve through experience? And 

secondly, what are the fundamental statistical-computational-information-theoretic 

laws that govern all learning systems, including computers, humans, and organizations? 

As a field of study, Machine Learning combines several disciplines including statistics, 

mathematics, engineering, biology, neuroscience and computer science [38]. Machine 

Learning applications work and optimize their performance using example data from 

past experiences [2]. It starts with the definition of a predictive model based on some 

configuration parameters and from that, the learning comes in the execution of a com-

puter program to optimize the model in a predictive (make predictions), descriptive 

(gain knowledge from data) or combined way. In other words, the machine learning 
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focus is on making computers modify or adapt their actions in the search of better ac-

curacy (measured by how well actions reflect the correct ones) [38].  

Machine learning is based on algorithms and their capacity to learn a model. Learn-

ing techniques are often divided into supervised, unsupervised, reinforcement and evo-

lutionary learning. In supervised learning, both examples of inputs and outputs are pro-

vided and the task of the algorithm is constructing a mapping from one to the other 

[53]. In unsupervised learning, there are not available sample correct responses and the 

task is processing the input data in the search of underlying patterns and categories. 

Reinforcement learning combines both the approaches [38], there is information 

whether an answer is wrong but not how to correct it, so it is needed to evaluate input–

output pairs and hence discover, through trial and error, the optimal outputs for each 

input [53]. Finally, evolutionary learning is an approach inspired by biology and natural 

evolution. In this approach, the algorithm maintains a population of candidates, which 

are compared with the output. Then, through multiple generations of variation, selec-

tion, and reproduction, the population adapts to the selection criterion (the relative dis-

tance from the desired outcome) and produces fitter solutions [23]. 

To provide a structured review of the influence of the field, author used Google 

Scholar to search for the 10 knowledge areas defined in the 2004 edition of SWEBOK. 

Author decided to exclude the new five knowledge areas present in SWEBOK V3 

(Software engineering professional practice, Software engineering economics, Compu-

ting foundations, Mathematical foundations and Engineering foundations), given their 

lack of specificity for tools. 

Table 1.  Number of hits of Machine Learning per SWEBOK 2004 Knowledge Areas 

SWEBOK Knowledge Area # Google Scholar Results 

1 Software requirements 7760 

2 Software design 18900 

3 Software construction 1140 

4 Software testing 15900 

5 Software maintenance 12400 

6 Software configuration management 833 

7 Software engineering management 399 

8 Software engineering process 1380 

9 Software engineering models and methods 33 

10 Software quality 16100 

 

While it is true that the labeling of the knowledge areas could influence in deep the 

number of results (e.g. Software construction) and that a simple query is not able to 

give a full description of the influence, it is also unquestionable that some knowledge 

areas are more affected than others and that, overall, the penetration of machine learn-

ing in software engineering is not superficial. In order to see the evolution of this influ-

ence, Table 2 includes the results of the ten knowledge areas in the period 2011-2019. 
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Table 2.  Evolution on the number of hits of Machine Learning per SWEBOK 2004 Knowledge 

Areas 

KA 2011 2012 2013 2014 2015 2016 2017 2018 2019 

1 258 304 362 497 510 745 805 1130 1190 

2 709 812 960 1080 1250 1450 1750 2270 2780 

3 43 54 47 67 66 71 81 103 141 

4 521 631 788 964 1170 1400 1640 2130 2700 

5 442 541 607 791 951 1100 1300 1650 2010 

6 38 40 35 69 77 56 69 67 72 

7 23 26 22 43 34 17 14 24 37 

8 67 62 74 103 78 113 105 129 136 

9 0 0 0 3 2 0 2 4 11 

10 590 721 801 976 1190 1390 1680 2220 2630 

 2691 3191 3696 4593 5328 6342 7446 9727 11707 

 

A review of the last nine years shows a significant increase in the number of works 

published and available in Google Scholar with yearly increments of around 20% in 

almost all the knowledge areas.  

The influence of Machine Learning applications in Software Engineering practice is 

quite apparent and the number of papers devoted to the topic is vast. The popularity of 

the so called ML4SE (Machine Learning for Software Engineering) has driven to a 

good set of courses, conferences and workshops devoted to the field. The popularity of 

the subject leads further to a set of tertiary studies on the topic devoted to aspects like 

effort estimation [57], software fault prediction [36], software optimization [40] or code 

smell detection [6], citing just some of the relevant examples. 

If we switch direction towards SE4ML (Software engineering for Machine Learn-

ing), the road ahead was described back in 2018 [27] as a result of the First Symposium 

on Software Engineering for Machine Learning Applications. In their statement, au-

thors claim that Machine Learning systems are difficult to test and verify, given that 

Machine Learning based applications are built on rules inferred from training data. An-

other relevant initiative is the International Workshop on Machine Learning and Soft-

ware Engineering in Symbiosis. In this workshop, Software Engineering and Machine 

Learning communities were encouraged to work together to solve the critical aspects 

of assuring the quality of artificial intelligence and software systems. As a result of their 

discussions, they stated that the combined knowledge of Software engineering and Ma-

chine Learning is required to answer the key questions regarding the integration of Ma-

chine Learning pipelines into software development processes and identifying the de-

sired new roles to address respective challenges. 

3 Blockchain 

Blockchain is a technology that because of its potentials could be ubiquitous [31]. 

Blockchain technology was first implemented in Bitcoin by Nakamoto back in 2008. 

From the technological standpoint, it consists of a sequence of blocks, each of which 
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holds a complete list of transaction records like the conventional public ledger [61]. 

Thus, Blockchain is seen as a distributed ledger technology (DLT) that supports col-

laborative processes by means of a shared, distributed and trusted dataset implementing 

also point-to-point transmission, multi-node collective maintenance, consensus mech-

anisms and encryption algorithms [7]. Blockchain benefits include aspects like decen-

tralization, persistency, anonymity and auditability [65]. However, blockchain is not a 

perfect technology and several challenges and limitations have been pointed out. Con-

cerns on energy consumption, privacy, scalability and connectivity, among others, are 

reported in the literature. A recent and in deep review on challenges and issues is avail-

able at [29]. 

However, Blockchain has evolved in its features, and as a consequence, several gen-

erations of blockchain is developed. Blockchain 1.0 is the seminal Blockchain attached 

to crypto-currencies applications. Blockchain 2.0 started with Ethereum back in 2013 

and provides a wider range of application scenarios by using the distributed ledger of 

blockchain to record, confirm and transfer various forms of contracts and properties 

[55]. This new generation includes smart contracts as one of its main features, a recent 

review on the topic can be found at [64]. Blockchain 3.0 includes a vast array of appli-

cations including art, health, and science, among others [19]. Blockchain 3.0 is aimed 

to enable interoperability [52] and increase network speed. It also incorporates features 

like immutability, transparency and no need for intermediaries, obtained by the block-

chain trustless decentralization to other systems which are built on top of blockchain 

technology [13]. Finally, there is a new generation in sight [4], Blockchain 4.0 includes 

artificial intelligence as part of the platform, reducing the need of human management 

by enabling functions to make decisions and act on systems.  

Given the current hype, the relationship between Blockchain and software engineer-

ing is quite broad in both directions. Although by early March 2020 a simple query in 

Google Scholar with both terms just retrieves 564 results, the cross fertilization present 

in both fields is a growing research area. Moreover, it is also true that there is an in-

creasing interest in the development of a dedicated field inside software engineering 

for blockchain-oriented applications, so called Blockchain-based software engineering 

[8, 47]. Examples of this influence can be found in aspects like designing [37], archi-

tecting [59], modelling [48], programming [10, 11] or testing [45].  

Conversely, there are also influences of blockchain in the software engineering re-

search field. Blockchain has been used to improve the integrity of the software devel-

opment process [63], to complement agile practices [34], service composition [56], to 

enable distributed teams [51] or as a support for collaborative software teams [30]. 

As presented in the case of Machine Learning, Table 3 presents the total number of 

hits per knowledge area in Blockchain and Table 4 presents results of the ten knowledge 

areas in the period 2011-2019 

Table 3.  Number of hits of Blockchain per SWEBOK 2004 Knowledge Areas 

SWEBOK Knowledge Area # Google Scholar Results 

1 Software requirements 346 

2 Software design 886 

3 Software construction 52 
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4 Software testing 598 

5 Software maintenance 379 

6 Software configuration management 53 

7 Software engineering management 8 

8 Software engineering process 65 

9 Software engineering models and methods 2 

10 Software quality 694 

 

As underlined in the case of Table1, there are knowledge areas that initially could 

receive less attention because of its labelling or its nature. In any case, champions are 

again, requirements, testing, maintenance quality and overall design. 

Table 4.  Evolution on the number of hits of blockchain per SWEBOK 2004 Knowledge Areas 

KA 2011 2012 2013 2014 2015 2016 2017 2018 2019 

1 0 2 1 0 5 7 33 104 144 

2 3 6 14 15 11 28 99 214 375 

3 0 0 0 0 1 1 3 8 23 

4 3 1 5 6 9 12 57 142 266 

5 2 0 1 5 7 12 42 85 167 

6 1 0 1 4 3 1 4 4 16 

7 0 0 0 0 0 0 2 1 5 

8 0 0 2 0 2 2 9 14 20 

9 0 0 0 1 0 0 0 0 1 

10 2 2 3 6 5 12 56 168 345 

 11 11 27 37 43 75 305 740 1362 

 

Regarding the evolution over time, in the case of Blockchain, the progression has 

accelerated from 2017 with an extensive increment of around 200% yearly. This could 

be rooted in the novelty of the technology that in the early 2010s was in the Blockchain 

1.0 phase and expanded its applications just some years ago. 

To sum up the interaction of blockchain and machine learning, in the near future, 

both the generalization of blockchain-based solutions and the advance on the software 

engineering practices will lead to a more mature hybrid field and a more intense cross-

fertilization. 

4 Conclusions 

In this paper, author presented the cross-fertilization between software engineering and 

two different knowledge areas: Machine Learning and Blockchain. Being both the top-

ics among the technologies in the hype, it is unquestionable the higher influence and 

repercussion of Machine Learning in Software Engineering and vice versa. However, 

Blockchain technologies are beginning to be more mature and their interchange with 

the Software Engineering field is also increasing in deep, specially from 2018.  
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Both Machine learning and Blockchain fields are advancing and new prospects will 

impact Software Engineering in the next coming years. For instance, in the Machine 

Learning field, Adaptive machine learning, as underlined by Gartner, will provide a 

plus to machine learning-based systems. Adaptive machine learning is about retraining 

ML models when they are in their runtime environment frequently. This will impact, 

in deep, not only Software Engineering tools but also will need new software engineer-

ing approach to govern this continuous training. Regarding Blockchain, the new wave 

4.0 that includes artificial intelligence as part of the platform will be an opportunity to 

expand the influence of the technology on Software engineering practices and also to 

connect blockchain-based methods with Software engineering processes. 
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